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Abstract—This paper reviews the characteristics of overlay 
networks and defines effective relay nodes that can improve the 
performance of interactive real-time applications. A heuristic 
relay node selection algorithm for overlay routing is proposed. 
The algorithm can find effective relay nodes for end-to-end links 
in an overlay network, and is scalable and robust due to its de-
centralization and randomization. Based on the simulation re-
sults, the algorithm is able to maintain a good performance when 
40% end nodes in an overlay network encounter failures. 
 

Index Terms—Overlay networks, relay routing, relay node 
selecting 

I. INTRODUCTION 
NTERNET makes access to and exchange of information 
much more convenient than ever before. Its ‘best-effort 

service’ model ensures robustness and scalability on system 
level, and prospers numerous applications such as web, ftp and 
email. However, emerging applications are putting some novel 
performance demands on the Internet, such as bandwidth, 
packet loss rate, end-to-end (E2E) latency, availability, etc. 
Those requirements are not guaranteed by the best-effort ser-
vice. Many researches have demonstrated that the E2E per-
formance of the Internet is far from optimal [8, 9, 10]. 

Overlay network is an effective way to support new appli-
cations and protocols without changing the Internet’s under-
lying network infrastructure. In an overlay network, the hosts 
are logically connected, where an overlay path may consist of  
single or multiple IP-layer hops. As the IP layer has already 
provided generic connectivity between every pair of overlay 
nodes, overlay network may give participating nodes the ad-
ditional flexibility to select paths for application specific ob-
jectives, which is called the overlay routing. A number of 
works have shown that overlay routing is capable of providing 
much better E2E performance and resilience on the Internet [1, 
2, 3, 4, 5, 6, 7, 14]. 

In this paper, we propose a novel relay node selection al-
gorithm for overlay routing, named as Heuristic One-hop 
Relay Node Selection (HORNS), which specifically aims to 
provide overlay routes for interactive applications such as 
VoIP. Decentralized and randomized, HORNS is suitable to 
select effective relay nodes for all E2E links in an overlay 
network. Due to its inherent robustness, it is able to maintain a  

performance even when up to 40% hosts in an overlay network 
encounter failures. 

The rest of this paper is organized as follows. Section II 
introduces related work and points out the differences between 
HORNS and previous approaches, and then states the goals of 
HORNS. Section III briefly describes the test data used in 
simulation experiments. Section IV analyzes the benefits of 
one-hop overlay routing and gives the definition of effective 
relay nodes. Section V presents HORNS in detail, and Section 
VI validates its effectiveness with various simulations. Finally, 
Section VII concludes the paper. 

II. RELATED WORK 
Overlay network has been a hot research spot for years. 

Resilient overlay networks (RON) [1] uses overlay routing to 
bypass IP-layer path failures. It monitors the availability of 
IP-layer paths between every pair of participating nodes, and 
uses overlay paths to forward data packet when the direct 
paths fail. Due to its full mesh architecture, RON is not scal-
able over 50 overlay nodes. One-hop Source Routing (OHSR) 
[3] randomly picks k candidate relay nodes and chooses the 
best one to form a one-hop overlay path. Work in [4] leverages 
multiple overlay paths to reduce packet loss rate. In [7], VoIP 
data packets are cached in a ring-buffer on each relay node in 
order to retransmit the missing packets from the relay node 
nearest to the destination rather than from the source. PPRR [5] 
maintains a pool of candidate relay nodes for each destination 
node so that the source node can pick relay nodes from this 
pool when the direct path to the destination node is unavail-
able.  

RON and other similar systems need to probe the full mesh 
networks and are hence not scalable. Although OHSR is 
scalable due to its randomized manner, it may potentially 
eliminate good relay nodes. Instead of targeting the whole 
networks, PPRR only focuses on each destination node. 
HORNS differs from previous work in that it leverages de-
centralization and randomization to provide a pool of candi-
date relay nodes for each source node, out of  which effective 
relay nodes can be picked for most destination nodes. 

As the first of design goals, we require the relay node se-
lection algorithm to be robust and scalable. Therefore, the 
proposed HORNS differs from RON in that it does not 
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monitor the status of all IP-layer paths between every pair of 
nodes, and instead each node only keeps tracking a small 
fraction of overlay links. Similar to OHSR that randomly 
chooses candidate relay nodes, HORNS also adopts the ran-
domness manner, but HORNS introduces additional heuristic 
information that significantly improves the quality of the se-
lected relay nodes. Unlike PPRR, HORNS maintains a pool of 
candidate relay nodes for each participating node. In other 
words, each node in the overlay network keeps a relay node 
pool; when a node need to communicate with another one but 
the direct IP layer path fails or cannot satisfy the desired per-
formance request at that time, at a high possibility, it is able to 
successfully find a useful relay node from its pool and then use 
it to forward data packets with satisfied E2E performance.  

As mentioned, HORNS is designed to provide service spe-
cifically for interactive applications; hence we use round trip 
time (RTT) as performance metric of paths because most 
interactive applications are contingent upon E2E delay.  

In summary, HORNS is a randomized and decentralized 
relay selection algorithm for one-hop overlay routing. 

III. DATA SET 
In this section we will give the detailed description of our 

experiments. We use the RTT data collected from PlanetLab 
[15] and build a virtual network test bed in p2psim [16]. 
PlanetLab is a global-scale distributed research platform in-
cluding hundreds of end nodes all over the world. P2psim is a 
discrete event simulator for comparing, evaluating, and ex-
ploring peer-to-peer protocols. 

Specifically, the RTT data are collected by the 
all-pairs-pings (APP) project [17]. APP deploys a set of scripts 
on each PlanetLab node and asks the nodes to periodically 
ping each other at a 15 minutes interval and record the cor-
responding RTT measurements. Based on these data, we gen-
erate a network topology for p2psim. As the RTT is the only 
parameter of this topology, it is therefore the only metric of 
E2E performance. This is reasonable for most real-time in-
teractive applications where the quality of service is mainly 
contingent upon E2E delay.  

We use the data collected on Sep 22, 2005, where the net-
work conditions were relatively stable [12]. The APP data of 
this day contain 487 end nodes. Therefore, our virtual network 
test bed consists of 487 end nodes and 236682 one-way 
IP-layer E2E paths.  

To calculate the RTT of a one-hop overlay path, we  
add the source-node-to-relay-node RTT to the relay- 
node-to-destination-node RTT, without considering the 
transmission time on the relay node. Previous work indicates 
that relaying packets is a CPU insensitive task and the trans-
mission time is only a few milliseconds [13], and is thus trivial 
compared with the several hundred milliseconds RTT. 

IV. BENEFITS OF ONE-HOP OVERLAY ROUTING 
The details of HORNS will be given in Section V. This 

section will show to what extent the improvement can be 

gained via one-hop overlay routing. This determines the upper 
bound on the amount of improvement that a sub-optimal ap-
proach can achieve.  

We find the best relay node for each source-destination- 
node pair, and compare the RTT of the overlay path with its 
corresponding IP-layer E2E path. As shown in Table I, there 
are 236682 IP-layer E2E paths in our virtual overlay network, 
including 84072 outage paths. Among the outage paths, 
around 14% can be repaired via one-hop relay nodes.  

About 83% of the available IP-layer paths can achieve 
lower RTT through one-hop relay routing. Fig. 1 shows the 
CDF of the RTT reduction ratios of these 127024 one-hop 
overlay paths with regard to their direct IP-layer paths. The 
RTT reduction ratio is defined as (direct RTT – relay route 
RTT) / (direct RTT). We can see about 50% of the optimal 
one-hop overlay paths reduce the E2E RTT by less than 10%. 
Nevertheless, there exist 10% overlay paths that can reduce 
IP-layer E2E RTT by as much as 50%.  

The International Telecommunication Union (ITU) G.114 
standard [11] suggests 150ms to be the upper limit of one-way 
delay for most satisfied real-time interactive applications, 
which means the upper limit of RTT for those applications 
should be no more than 300ms. Therefore, we define that an 
effective relay node for a pair of end nodes is such a node that 
if it is chosen as the relay node for the node-pair, the E2E RTT 
of this one-hop overlay path is no greater than 300ms. Al-
though this cannot guarantee that the one-way delay is below 
150ms due to the asymmetry of IP routing, it is acceptable in 
practice. 

According to Table II, 41% of IP-layer E2E paths with RTT 
above 300ms can reduce the RTT below 300ms through 
one-hop relay routing. The average RTT of these direct paths 
and their one-hop relay routes are 915ms and 208ms respec-
tively. Among the outage IP-layer paths, 11.4% can get RTT 
no greater than 300ms by using relay nodes.  

The algorithm proposed in this paper aims to select effective 
relay nodes instead of optimal ones. The optimal relay nodes 
refer to those nodes that can provide the shortest  one-hop 
overlay path in terms of RTT among all nodes in the overlay 
network. Finding the optimal relay nodes is unnecessary. For 
one thing, all effective relay nodes are sufficient for interactive 
applications; for another, finding the optimal relay node incurs 
larger overheads than finding an effective relay node. 

V. DESCRIPTION OF HORNS 
In Fig. 3, node U and V stand for two end nodes in the 

overlay network. U maintains a candidate relay node pool 
denoted by N in its local memory. When U detects that the 
direct IP-layer path between U and V is congested or cannot 
satisfy the application’s performance requirement, U will pick 
a node W from N and use W to forward data packets to V, and 
vise versa. When U needs to communicate with another end 
node Y, and the direct IP-layer path between U and Y is bro-
ken or cannot meet the application specific requirements, U 
also will try to select a relay node from the same set N. An end 
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node maintains one and only one set N. 
In summary, HORNS works in a decentralized manner: 

each end node in the overlay network maintains an set N; 
every single end node has its own set N that can be used to 
provide relay nodes when necessary.  

The major challenge of HORNS is how to select nodes to be 
put into set N. Unlike OHSR [3] that randomly picks k nodes 
to form a candidate pool, HORNS leverages some effective 
heuristic information. Here we show this heuristic information. 
Fig. 2 depicts the CDF of E2E RTT of direct IP-layer paths and 
the RTT between source nodes and relay nodes in the corre-
sponding optimal one-hop relay paths. As shown in Fig. 2, if 
randomly choosing nodes to form N, then the distribution of 
RTT between U and intermediate relay nodes in N will follow 
the solid line, which is different from the dash-dot line that 
shows the distribution of RTT between U and the optimal 
relay nodes. Therefore, we design HORNS to maintain set N 
in a way that the distributions of RTT between source nodes 
and nodes in set N are similar to the dash-dot line.  

The size of set N is a small integer, currently 20. We will 
explain why the number 20 is selected in section VI. Now, 
let’s assume the size of set N is 20. Because of this small size, 
the distributions of RTT between source nodes and nodes in 
set N cannot be exactly the same to the dash-dot line. Alter-
natively, we observe that as shown by the dash-dot line, about 
50% RTT are in the [0, 50]ms region, and about 20% RTT are 
in the [50, 100] ms region, and so on. Therefore, HORNS 
assures that 50% nodes in N have the RTT between them and 
the source node within 50ms, 20% between 50ms and 100ms, 
etc. Within each region, nodes are randomly selected. There-
fore, HORNS is partially randomized with some restrictions.  

In fact, for each source-destination pair there exist a certain 

quantity (might be zero) of effective relay nodes. Intuitively, 
we can consider that these nodes compose a set. Since there 
are multiple source-destination pairs, there are also multiple 
sets. Combining all these sets, we can get a large set denoted 
by M. The key idea of HORNS is to maintain a set N that tends 
to imitate the set M. Inspired by the difference between the 
solid line and dash-dot line in Fig. 2, we suppose that the M set 
is different from the whole set denoted by Q. As the overlay 
network expands, Q set will grow and the difference between 
M and Q should be more significant. This is conceptually 
straightforward: if Q is small and the RTT between any pair of 
end nodes is less than 50ms, then every node is an effective 
relay node, hence the M set and Q set are identical; in contrast, 
if Q set is so large that a considerable fraction of E2E RTT are 
beyond 300ms, then the M set differs a lot from the Q set. 
According to the difference between M and Q, we expect that 
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Fig. 2 CDF of end-to-end RTT of direct paths and source-to-relay RTT 
between source nodes and optimal relay nodes of optimal relay paths 
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Fig. 1 CDF of RTT reduce rate by leveraging one-hop relay routing 

TABLE I BENEFITS OF OVERLAY ROUTING 

Direct path Number 
of links 

Number of 
improved 

links 
Ratio Average RTT 

of relay paths

All 236682 138856 59% 224 ms 
Outage 84072 11832 14% 294 ms 

Working 152610 127024 83% 218 ms 
 

TABLE II BENEFITS OF OVERLAY ROUTING IN REGARD WITH THE 300MS 
THRESHOLD 

Direct path 
type 

Number 
of links 

Number of 
relay links 
with RTT 
<= 300 ms 

Ratio 

Average 
RTT of 
direct 
paths 

Average 
RTT of 
relay 
paths

Working 
paths with 

RTT 
above 
300ms 

32813 13404 41% 915 ms 208 ms

Outage 
paths 84072 9601 11.4% NA 151 ms
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when Q grows, the density of effective nodes in the whole 
network becomes scarcer, while the density of effective nodes 
in the M set should stay relatively much higher.  

Note that the density of effective nodes in the M set is not 
100%. This is because by definition as long as a node is an 
effective relay node for at least one source-destination 
node-pair, it would be contained in the M set. Therefore, a 
node in the M set is not always effective for any given pair of 
source-destination nodes.  

Since N tends to ensemble M, the density of effective nodes 
in N should be consistent with M. As a consequence, it should 
be worthwhile to find effective relay nodes from N, which is 
the fundamental assumption of HORNS. Simulation results in 

Section VI validate its effectiveness.  
Currently, set N in HORNS has 20 elements, which means 

each node monitors 20 relay nodes. As mentioned before, the 
reason that this number is chosen will be explained in section 
VI. Now, suppose the node U is running HORNS. At the start 
of every round, node U queries the nodes in its set N to fetch 
their set N. Then it put all these nodes into a temporary P set. 
Afterwards it pings all the nodes in the P set to get the RTT 
measurements. Then U partitions the RTT into several sec-
tions and randomly selects nodes from each section at a given 
quantity so that the distribution of RTT between the U and the 
nodes in its set N ensembles the dash-dot line in Fig. 2. During 
the execution, HORNS also adds the nodes that have com-
municated with U to its P set, to make sure that the algorithm 
will not be dead locked even if the P set becomes empty once 
in a while. After one round of execution, HORNS will wait a 
given length of time before the start of next execution.  

VI. SIMULATION RESULTS AND ANALYSIS 
As a decentralized algorithm, HORNS does not intend to 

find 100% effective nodes. On the other hand, set N contains 
only 20 candidates of intermediate nodes; therefore, a source 
node can find at most 20 effective relay nodes for each desti-
nation node. As a consequence, set N inherently can only 
provide a fraction of all effective nodes that exist in the whole 
overlay network. Fig. 4 shows the CDF of this fraction. Ac-
cording to Fig. 4, if there exists effective relay nodes for an 
IP-layer E2E path in the whole overlay network, the prob-
ability for HORNS to find at least one effective relay node is 
above 95%. This clearly shows the motivation behind the 
selection of the size of set N. With a size 20, set N can give a 
95% success ratio.  

Dividing the number of effective relay nodes in a set N with 
the size of set N, we can get the density of effective relay 
nodes in set N. Fig. 5 plots the CDF of the density. As can be 
seen, for more than 70% sessions, the corresponding set N can 
provide at least 0.1×20 = 2 effective relay nodes, which is a 
reasonable figure and further validates our selection of the size 
of set N.  

To compare HORNS with the purely random algorithm, we 
hereby give two more specific definitions of effective relay 
nodes in addition to the default one given in Section IV: 

a) A loose definition: an effective relay node for a pair of 

 
Fig. 3 Model of HORNS 
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Fig. 4 CDF of the ratio of the number of effective relay nodes in set N to the 
total number of all effective relay nodes within the overlay network 
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Fig. 5 CDF of the density of effective relay nodes in set N 
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end nodes is such a node that if the pair of end nodes chooses it 
as the relay node, the E2E RTT of this one-hop relay route is 
either no greater than 300ms or less than the direct path.  

b) A tight definition: an effective relay node for a pair of end 
nodes is such a node that if the pair of end nodes chooses it as 
the relay node, the E2E RTT of this one-hop relay route is both 
no greater than 300ms and less than the direct path.  

Under the loose definition, the total number of effective 
nodes in the overlay network is higher than in the default 
definition; whereas under the tight definition, the total number 
of effective nodes in the overlay network is lower than in the 
default definition.  

Fig. 6 compares the average ratios of the effective relay 
nodes in set N to the total number of all effective relay nodes in 
the whole overlay network. The horizontal axis denotes three 
types of definitions of effective relay nodes; the vertical axis 
denotes the ratio. It can be seen that as the definition of effec-
tive relay nodes turns tighter, the advantage of HORNS over 
purely random algorithm becomes more significant. This is 
because when the definition is tighter, there are fewer effective 
relay nodes within the whole network, which makes it more 
difficult for the purely random algorithm to find effective relay 
nodes. Thanks to the heuristic information, HORNS wins over 
the purely random algorithm. The nature of the aforemen-
tioned One-hop Source Routing (OHSR) [3] is actually purely 
random, therefore the test results also means that HORNS 
wins over OHSR. 

As the overlay network scales, the effective relay nodes are 
certainly to become scarcer, in which case HORNS is expected 
to show its superiority to the random algorithm according to 
Fig. 6. The total number of end nodes in the data set used in 
this paper cannot be expanded. Alternatively, we draw Fig. 6 
by tuning the number of effective nodes through their defini-
tions. 

Robustness is another important design goal of HORNS. 
Due to its randomization and decentralization, HORNS is 
expected to be highly robust. Theoretically, since the nodes in 
set N are randomly selected, it is reasonable to anticipate that 
even if 50% nodes experience outages and those nodes are 
distributed evenly in the whole overlay network, the propor-
tion of alive nodes in set N should be also around 50%.  

To justify this, we conduct experiments with eight groups of 

parameters. First, we let the number of outage nodes to be 100, 
200, 300 and 400; then in each case, we set the mean time to 
repair (MTTR) of each outage node as 2 and 5 algorithm loops 
(defined in Section V) respectively. The time to repair (TTR), 
denoting the duration of an outage, is a nega-
tive-exponentially-distributed random variable whose expec-
tation is MTTR. The TTRs of different nodes are identical and 
independent from each other. With these parameters, we let 
HORNS run for 100 algorithm loops and count the number of 
active nodes in every set N.  

As we can see in Table III, the average number of active 
relay nodes decreases when the number of outage nodes grows. 
When the MTTR decreases, the outage incidents occur more 
frequently, leading to the drop of average number of live 
nodes. Since our overlay network consists of 487 nodes and 
the size of set N is 20, the second and sixth rows show that 
even when up to 40% nodes fail, the fraction of active nodes in 
set N can still stay above 50%, making the survival end nodes 
still able to receive satisfactory service with HORNS. 

VII. CONCLUSION 
In this paper we proposed a one-hop relay node selection 

algorithm, named HORNS. HORNS works in a randomized 
and decentralized manner, and is robust against node failures.  

For each source node, HORNS provides a candidate relay 
nodes pool to provide relay nodes for any given destination 
nodes. In order to improve its density of effective relay nodes, 
HORNS constructs the candidate pool by selecting nodes 
based on the RTT distribution heuristic represented in the set 
of optimal relay nodes, rather than randomly choosing nodes 
from all the participating end nodes. Simulation results show 
that HORNS outperforms the purely random relay selection 
algorithm and One-hop Source Routing (OHSR), and is robust 
against node failures. 
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