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ABSTRACT
Tra�c classi�cation (TC) is very important as it can provide useful
information which can be used in the �exible management of the
network. However, TC has become more and more complicated
because of the emergence of various network applications and
techniques. In this paper, we apply deep learning based method
to the classi�cation of four di�erent kinds of media tra�c, i.e., au-
dio, picture, text and video. We collect tra�c data from the real
network environment. Multilayer Perceptron (MLP) and Convolu-
tional Neural Network (CNN) based tra�c classi�cation method
are designed to accurately classify the target tra�c into di�erent
categories. We found that MLP has very good performance in most
scenarios. Moreover, speci�c architecture can reduce the training
time of the neural network in the classi�cation.
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1 INTRODUCTION
The internet has become more and more complex due to the vari-
ous appearing new applications and the development of techniques
such as Software-De�ned Networking (SDN) [10, 27] and Network
Function Virtualization (NFV) [11]. Under the situation that nu-
merous and complicated tra�c are often protected by the modern
internet techniques, a crucial task is to correctly classify them into
di�erent categories, which is known as tra�c classi�cation (TC).
Accurate classi�cation of internet tra�c can bring the Internet
Service Provider (ISP) with more �exible arrangements of internet
service such as pricing and bandwidth allocation. Operators can
also learn from the classi�cation results and promptly adjust the
management of internet devices or the forwarding rules to make
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the internet more e�cient [3, 23, 44]. The key problem is to provide
precisely tra�c classi�cation.

TC needs to take care of ever-changing tra�c in the internet and
make sure that the classi�cation results can meet the requirements
of network users. For example, �ow priorities of the incoming �ows
and the bandwidth allocation [19] should be suitably arranged ac-
cording to the classi�cation results. How precisely and can the
problem of TC be solved is responsible for the e�ciency of band-
width management [16, 19, 22, 23, 40], On the other hand, di�erent
kinds of tra�c from di�erent customers should be properly man-
aged to meet the customers’ Quality of Experience (QoE) Therefore,
it is of signi�cant importance to improve the performance of TC.

A lot of work has been proceeded by researchers under the
topic of TC. Some of them focus on the classi�cation of internet
applications such as whether it is HTTP tra�c or FTP tra�c [4, 25,
28, 29, 36]. The research emphasis is put on the identi�cation of
di�erent protocols. Some priori knowledge is often required there.
Many other researchers are interested in the anomaly detection
[31] and malware detection [33]. These works often play a vital
role in the Intrusion Detection System (IDS) which is designed to
protect the internet from various malicious attacks. To protect the
internet users from network security problems automatically, less
human intervention is desired. Some others devote themselves to
the study of the classi�cation of encrypted tra�c [24].

In this paper, we consider the tra�c classi�cation problem from
another perspective where we do not classify the tra�c with respect
to the protocols, but try to study the media types of the tra�c.
Generally, we are interested in �nding out whether the current
tra�c is a video tra�c or a audio tra�c or whether it is a picture
tra�c or a text tra�c. Because di�erent media type of tra�c require
di�erent amount of network bandwidth and transmission latency.
For example, video streaming tra�c is often huge and need a great
deal of bandwidth, while audio tra�c cannot tolerate large latency
because some audio tra�c can be VoIP tra�c which needs to be
transmitted in real time. The classi�cation of tra�c types rather
than speci�c protocols can bene�t the network management in a
more �exible level and ISP can provide di�erent kinds of service
according to the tra�c’s bandwidth demands and latency demands.
Therefore, the accurate classi�cation of the media types of tra�c is
extremely important. We collect the tra�c dataset which contains
the four classes of labeled tra�c from the real network environment.
The dataset includemore than 10000 records of �ows that are almost
evenly distributed among the four classes of tra�c. In consideration
of the de�ciency of the traditional tra�c classi�cation method,
deep learning method is adopted to manage the classi�cation of
the four kinds of tra�c [5, 28]. As deep learning has achieved great
successes in many classi�cation problems [2, 39], we apply deep
learning to the problem of media tra�c classi�cation. Speci�cally,
two di�erent deep learning modules, Multilayer Perceptron (MLP)
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[12] and Convolutional Neural Network (CNN) [20] is used in our
tra�c classi�cation system. Both of which apply back propagation
[34] to optimize the model parameters so that the practical output
can approximate the ideal value as much as possible. A combination
of packet level features and �ow level features are employed to
improve the learning performance. The performance of the two
deep learning methods in tra�c classi�cation are compared in the
evaluation. Evaluation results show that a very high classi�cation
accuracy can be achieved by using the deep learning method with
the combined features. The precision and recall are also satisfactory.
We �nd that MLP is very good at the classi�cation of picture, text
and video tra�c while CNN has a preference for audio tra�c. The
relationship between the training time of the neural network for
tra�c classi�cation and the neural network’s architecture is also
revealed at the end of the paper.

2 RELATEDWORK
Tra�c classi�cation has been a hot topic since a long time ago.
There has been a plenty of work on the problem. Previous work can
been generally divided into three di�erent classes, i.e., port based
method [5, 17, 26, 28], payload based method [8, 9, 13, 18, 46] and
statistic or machine learning based method [1, 24, 30, 32, 37, 38, 41–
43, 45].

Port based method is e�ective in the early time because the
port number is assigned by Internet Assigned Numbers Authority
(IANA) [14] and the number is corresponding to packet header
information, people can classify internet tra�c by the assigned
port number from the packet header. This method can achieve
very high classi�cation accuracy. However, with the increase of
internet complexity, port number is no longer invariable and is often
assigned randomly. Moreover, the port number is even disguised to
avoid the attacks from internet in many cases. Port number based
method cannot provide e�ective tra�c classi�cation nowadays
[28].

Payload based method is also known as Deep Inspection (DI).
It compares the payload of the internet tra�c to a certain pattern
which is corresponding to a certain kind of tra�c [9]. If payload
matches pattern, then the tra�c can be classi�ed to the certain
class. This method can obtain quite high classi�cation accuracy
for the unencrypted tra�c. Nonetheless, more and more internet
tra�c tend to be encrypted for the consideration of con�dential-
ity. Payload based method cannot work for the classi�cation of
encrypted tra�c. Moreover, some internet tra�c has the choice
of protocol encapsulation, which also leads to the ine�ectiveness
of payload based tra�c classi�cation. On the other side, payload
based method needs to look into the packet content which also
introduces the problem of privacy. The computation complexity
is also very high since the number of tra�c patterns is very large,
therefore, it cannot handle the high speed tra�c and large number
�ows [5].

Another widely use method for tra�c classi�cation is machine
learning, or statistics based method. Machine learning has proven
its e�ectiveness in many areas such as data mining, computer vi-
sion, bioinformatics and pattern recognition [2, 7, 21, 39]. A number
of researchers bring machine learning to the classi�cation of inter-
net tra�c [24, 32]. Machine learning generally includes two stages:

training stage and test stage. It �rst extracts useful features from the
source data and feed these features to the learning module in the
training stage. After su�cient times of training, a mature learning
module is formulated. In the testing stage, input the testing data to
the trained module and one can get the classi�cation result. A pros-
perous research direction here is to multiple layer arti�cial neural
network as the learning module, this method is widely known as
deep learning.

[32] conducts the tra�c classi�cation over SDN using machine
learning and try to provide internet operators with useful forecasts
and monitoring. [45] designs a QoS (Quality of Service) aware ar-
chitecture to classify the tra�c in SDN, the proposed architecture
combines machine learning and DI. DI is used to maintain a dy-
namic tra�c database and periodically re-training can be done at
the learning stage so that the authors can obtain a good classi�-
cation accuracy. [24] presents deep packet to identify encrypted
tra�c and it can classify internet tra�c to major classes as well
as end-user applications. In addition, deep packet can distinguish
VPN and non-VPN tra�c. [1] introduces Support Vector Machine
(SVM) and Naive Bayesian method to classify the network tra�c.
Statistical features and the information of �ow correlation are used
to improve the performance of tra�c classi�cation. [30] uses the
sub-�ows information to train the machine learning model, the
sub-�ows are all extracted from the original full �ows. In this way,
the authors are not possible to miss packets from the start of �ows.
The authors apply Decision Tree and Naive Bayes method to clas-
sify the IP Tra�c. Besides, this method do not need to know the
direction of �ow. [42] adopts Stacked AutoâĂŘEncoder (SAE) to
deal with feature learning and feature selection automatically, SAE
can manage unlabeled data in the training thus is very popular
in the unsupervised learning. The authors perform this method
on 25 common protocols and achieve good classi�cation results.
The paper also considers the identi�cation of unknown protocols.
Above all the works, traditional machine learning method such
as SVM or Bayesian method are easy to implement and widely
used in the classi�cation of di�erent protocols. On the other side,
deep learning method like CNN or SAE adopt the arti�cial neural
network as the learning module and achieve good performance in
the classi�cation of speci�c kind of tra�c [24].

3 METHODOLOGY
In recent years, researchers has witnessed the the strong ability
of deep learning in many areas. Plenty of excellent work has been
produced with the help of deep learning [2, 39]. Indicated by the
success of deep learning, in this work, we apply the deep learning
method to the classi�cation of four di�erent kinds of tra�c, i.e.,
audio tra�c, picture tra�c, text tra�c, video tra�c. We design a
tra�c classi�cation system that uses both the packet level and �ow
level features to improve the classi�cation performance. Firstly, we
collect the four kinds of tra�c data from the real network environ-
ment. Then, we excavate useful features in the raw data, we note it
as the preprocessing of the dataset. Thirdly, after the preprocessing,
the extracted features are fed to train the learning module. Two
di�erent deep learning modules are adopted, MLP and CNN. We do
not apply traditional machine learning method such as SVM here
because it has di�culties in dealing with high dimension data and
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Table 1: Packet Level Features.

Features Description
minfps Minimum forward packet size
minbps Minimum backward packet size
maxfps Maximum forward packet size
maxbps Maximum backward packet size
meanfps Mean forward packet size
meanbps Mean backward packet size
medianfps Median forward packet size
medianbps Median backward packet size
stdfps Standard deviation of forward packet size
stdbps Standard deviation of backward packet size
minfpt Minimum forward packet inter-arriving time
minbpt Minimum backward packet inter arriving time
maxfpt Maximum forward packet inter arriving time
maxbpt Maximum backward packet inter arriving time
meanfpt Mean forward packet inter arriving time
meanbpt Mean backward packet inter arriving time
medianfpt Median forward packet inter arriving time
medianbpt Median backward packet inter arriving time
stdfpt Std deviation of forward inter arriving time
stdbpt Std deviation of backward inter arriving time
fprt forward packet arriving time
bprt backward packet arriving time
fpft forward packet �nishing time
bpft backward packet �nishing time

often turns out poor performance [1]. Fourthly, the trained learning
modules are used to classify the tra�c to di�erent classes.

3.1 Data Collection
We collect the four kinds tra�c data from the real network envi-
ronment. 5-tuple (source IP, destination IP, source port, destination
port, protocol) information is used to specify a tra�c �ow. As the
concerned �ows have two directions, we separate the �ow with the
forward �ow and backward �ow from each other. The forward and
backward �ow make a pair tra�c. The two-directional �ows are
both used to extract useful features.

As described in the formal section, we obtain the raw tra�c from
the real network environment and use the re�ned data to train
and test the designed neural network based tra�c classi�cation
system. As the extracted features are various in very large scale
by the numerical measurement, we need to preprocess the feature
data before feeding it to the neural network. We deal with the
feature data under normalization. Normalization is applied here to
make sure that the feature data be processed under the same scale.
Max-Min normalization [15] is adopted in our method. Then the
normalized data is used to train and test the neural network.

Once the normalization of the data is completed, we separate the
whole data into two sets, i.e., the training set and the testing set. To
make the classi�cation results more convincing, we apply 10-fold
cross validation to deal with the dataset. Speci�cally, the dataset
is partitioned into 10 parts. Then 9 parts of the data are used for
training and the last 1 part is used for testing, in this way we can

Table 2: Flow Level Features.

Features Description
numpf Number of packets in forward �ow
numpb Number of packets in backward �ow
numbf Number of bytes in forward �ow
numbb Number of bytes in backward �ow
numppsf Number of packets per second in forward �ow
numppsb Number of packets per second in backward �ow
numbpsf Number of bytes per second in forward �ow
numbpsb Number of bytes per second in backward �ow
srcip Source IP address
dstip Destination IP address
srcport Source port
dstport Destination port
prot Protocols

obtain a classi�cation result. Repeat this progress until every part of
the dataset has been used for testing. Lastly, we compute the average
the 10 times’ testing results and obtain the �nal classi�cation result.

3.2 Feature Selection
As the collected tra�c raw data cannot be directly fed into the deep
learning modules like images, we need to extract useful features
from the raw data.

Unlike other works that target on tra�c classi�cation use only
packet level features such as packet number, packet length, we adopt
both the packet level features as well as the �ow level features to
improve the classi�cation performance. Flow level features such as
�ow size can describe the tra�c more directly in the classi�cation
of whether the tra�c is video or picture. We have also observed
that the tra�c classi�cation accuracy increased largely since we
add the �ow (sub-�ow) level features.

Since we have obtained the �ows of two directions (forward and
backward) in the data preprocessing stage, we can extract the �ow
(sub-�ow) features in both the two directions. For example, in the
packet level, for the forward direction �ows, we calculate the size
of the packets as an important feature because it can re�ect the
tra�c type to a certain degree. We also calculate the same features
for the backward �ows. Besides the packet size, we �nd that packet
arriving time and packet �nishing time are also important features
in the classi�cation. For di�erent types of tra�c, the packet arriving
time and packet �nishing time could be various, and both of which
are counted in the forward direction and the backward direction.
Apart from the packet arriving time and �nishing time, we also
employ the packet inter arriving time as the classi�cation feature.
Packet inter arriving timemeans the time gap between two adjacent
packets. For di�erent kinds of tra�c, the time gap between packet
could be quite di�erent, which makes the packet inter arriving time
plays an important role in the tra�c classi�cation of our design.
The packet inter arriving time is also calculated in both the forward
direction and backward direction.

On the other hand, at the �ow level, we have also found out a
number of important features in the classi�cation. For example, the
number of packets in a �ow. As we have observed that the number
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Figure 1: The architecture inside a neuron.

of packets is diverse in a certain �ow, therefore, the number of
packets is chosen as an important feature. Moreover, we also notice
that the number of bytes of a �ow also improves the classi�cation
accuracy as a feature. Furthermore, the number of packets per
second and number of bytes per second are also used as the features
in our design. The number of packets and number of bytes are both
calculated in the forward �ow direction and the backward �ow
direction, and so are the packets per second and number of bytes
per second.

For the features such as packet size and packet inter arriving
time in the packet level, we obtain the minimum, maximum, mean,
median, standard deviation value of it. For instance, the minimum
packet inter arriving time and maximum packet inter arriving time
as well as the mean packet inter arriving time and median packet
inter arriving time, and the standard deviation of the packet inter
arriving time are calculated as the classi�cation features. We also
adopt the 5-tuple information as the input features in the �ow level.
We summarize the packet level features and �ow level features used
in the classi�cation in Table 1 and Table 2 respectively.

3.3 Learning Modules
Since MLP and CNN have shown great classi�cation performance
in many other areas [2, 39], we develop two tra�c classi�cation
methods that based on MLP and CNN respectively by using both
the packet level features and the �ow level features [12, 20]. MLP is
a feedforward network that made up of multiple layers of neurons.
Generally, MLP has one input layer, one output layer and at least
one hidden layer or middle layer. Every neuron in one layer is fully
connected to the next layer’s neurons. The architecture inside a
neuron is shown in Figure 1. Assume that the values of the current
layer’s neurons are denoted as x = (x1, . . . ,xn )T , the weights
vector and o�sets vector between the current layer and the next
layer’s ith neuron arewi = (wi1, . . . ,win ) andbi respectively. Then

Figure 2: CNN based tra�c classi�cation module.

the next layer’s ith neuron’s value can be represented as
hi (x) = f (wix + bi ). (1)

Where f () is the activation function, it could be Logistic Function
� (x) = 1

1+exp(�x ) , or Tanh Function tanh(x) = exp(x )�exp(�x )
exp(x )+exp(�x ) , or

other activation functions such as Recti�ed Linear Unit (ReLU)
ReLU (x) = max(0,x).

At the output layer we compare the predicted value of the neural
network and the practical value, and use the Cross Entropy [6] as the
cost function. Back propagation [34] is applied to train the neural
network and obtain the optimal parameters that minimize the cost
function.

Another learning module we apply is CNN. CNN is a kind neural
network that contains the layer of convolutions. Suppose the value
of current layer is denoted as X i , the kernel of the convolutional
layer is denoted asW i , the activation function is ReLU, then output
value of the convolutional layer can be represented as

Y i = ReLU (X i ⇤W i ). (2)

Behind the convolutional layer, a pooling layer is there to enhance
the neural network. Pooling is important to increase the stability of
the neural network in case that a tiny change of the input may cause
a signi�cant di�erence in the output. The introduce of pooling can
also reduce the computation complexity. Moreover, pooling can
avoid over�tting in the learning progress. Here, we use max pooling
which can be represented as

maxpoolin�

✓
x1 x2
x3 x4

◆
= max(x1,x2,x3,x4). (3)

The framework of CNN for tra�c classi�cation is shown in
Figure 2 in our design. After the two layers of convolution and two
layers of pooling, a full connection layer is "fully connected" to the
output layer. Like MLP, Cross Entropy is chosen as the cost function,
also back propagation is applied to train the neural network so that
the value of cost function is minimized.

3.4 System Design
The designed tra�c classi�cation system collects tra�c data from
the real network environment and gives out the classi�cation results
at the output end. Then, meaningful management of the network
could be done according to the tra�c classi�cation results, which
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is beyond the scope of this paper and will be left for future work. It
should be paid attention that, after the collection of the network
tra�c, the raw data cannot be directly fed into the neural network
for classi�cation because the tra�c data is not suitable to be formed
in a matrix format. Therefore, the raw tra�c data need to be propre-
cessed in advance. We re�ne the �ow information which is speci�ed
by the 5-tuple. Then useful features as described in Subsection 3.2
are extracted from the �ow information. We train the neural net-
work with the extracted features and obtain the tra�c classi�cation
results by feeding the trained neural network with the testing data.

4 EVALUATIONS
In this section, we present the experiments’ results in detail. In
order to measure the classi�cation performance, we need to employ
several metrics [35] to evaluate the algorithm. Basically, we have
four types of internet tra�c, i.e., audio, picture, text and video, take
the identi�cation of the video tra�c for the example. Here we have
4 di�erent decision scenarios, True Positive (TP), True Negative
(TN), False Positive (FP) and False Negative (FN). TP means the
video tra�c is correctly identi�ed as the video kind, TN means the
the non-video tra�c is not identi�ed as the video kind, FP means
the non-video tra�c is identi�ed as the video kind, FN means the
video tra�c is identi�ed as the non-video kind. Accordingly, the
measuring metrics are given as follows

Accuracy =
TP +TN

TP +TN + FP + FN
. (4)

Precision =
TP

TP + FP
. (5)

Recall =
TP

TP + FN
. (6)

Accuracy re�ects the overall e�ectiveness of the classi�er, Preci-
sion speci�es the rate that the correctly identi�ed samples (TP) in
the samples that are practically identi�ed (TP+FP), Recall speci�es
the rate that the the correctly identi�ed samples (TP) in the samples
that should be identi�ed (TP+FN).

Furthermore, we represent the harmomic mean of Precision and
Recall as F1, which is given as follows

2
F1
=

1
P

+
1
R

,

F1 =
2P ⇤ R
P + R

=
2TP

2TP + FP + FN
.

(7)

Where P is the Precision value, and R is the Recall value.
We have four di�erent types of tra�c in the dataset, audio, pic-

ture, text and video. The designed MLP based and CNN based tra�c
classi�cation method are performed on the collected dataset. Accu-
racy, Precision, Recall and F1 value are plotted out to demonstrate
the e�ectiveness of the proposed tra�c classi�cation method. To
reveal the intrinsic mechanism of the neural network, we further
exhibit the relationship that how is the training time varying with
the number of neurons of MLP.

We have found in the experiments that both the MLP based traf-
�c classi�cation and CNN based tra�c classi�cation achieve very
good performance. It should be noticed that MLP has two hidden
layers with 128 neurons and 512 neurons respectively, CNN has two

Figure 3: The tra�c classi�cation accuracy of theMLP based
method and CNN based method.

Figure 4: The tra�c classi�cation precision of theMLPbased
method and CNN based method.

Figure 5: The tra�c classi�cation recall of the MLP based
method and CNN based method.
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Figure 6: The tra�c classi�cation F1 of the MLP based
method and CNN based method.

convolutional layers with 8 and 16 kernels and a fully connected
layer with 128 neurons. MLP based tra�c classi�cation method
obtains the classi�cation accuracy of as high as more than 99%, the
accuracy of CNN based method is about 95%. The classi�cation
accuracy is presented in Figure 3. The training time for MLP and
CNN is 314s and 611s respectively. At the testing stage, the classi-
�cation results are obtained within 0.019s and 0.022s by the MLP
based method and CNN based method respectively.

The Precision and Recall as well as F1 value are also satisfactory.
The Precision and Recall result can be found in Figure 4 and Figure 5.
It can be observed that the Recall of MLP based tra�c classi�cation
method has outperformed that of CNN based method for all kinds
of the concerned tra�c. As for Precision, MLP based method is also
better than CNN based method except for the audio tra�c. Because
MLP based method does not have a convolutional layer so that it is
easier to train a MLP to obtain a good classi�cation performance.
However, as CNN based method adopts max pooling to improve
stability so it is more suitable in the classi�cation of tra�c that has
correlation information, which is more likely to appear in audio
tra�c. Therefore, CNN based method has a preference for the classi-
�cation of audio tra�c. With regard to picture and video tra�c, the
Precision of CNN based method is about 91% and 88% respectively,
much less than that of MLP based method. CNN is not suitable to
be used in the classi�cation of picture and video tra�c but it can
make quite a di�erence in the classi�cation of audio tra�c.

Furthermore, F1 value is presented in Figure 6. As F1 harmonizes
the values of Precision and Recall and can re�ects the performance of
the classi�cation methods more directly. It can be found that the F1
value of MLP based method exceeds that of CNN in all tra�c types
except for audio. This is because CNN based method is especially
good at the classi�cation of audio tra�c as described above.

The training time of MLP is revealed in Figure 7. We count the
training time of MLP in the condition that the neural network can
achieve 95% of classi�cation accuracy at the testing stage. We con-
duct the experiments under a number of di�erent neural network
architectures. Speci�cally, we vary the number of neurons of MLP,
all the tested MLP architectures have two hidden layers. We denote
the number pair (a,b) as the number of neurons of the �rst hidden
layer and the second hidden layer. For example, (64, 128)means the

Figure 7: The training time of di�erentMLP architectures to
achieve the accuracy of 95%.

�rst hidden layer has 64 neurons and the second hidden layer has
128 neurons. Basically, it could be observed that the training time
increases with the number of neurons in large-scale. However, we
notice the training time is in trough of wave when the two hidden
layers has the same number of neurons and is in wave crest if the
number of the second hidden layer is about four times that of the
�rst layer’s. For the scenario that the number of neurons of the
second hidden layer is about two times that of the �rst layer’s, the
training time is closely distributed around the trend curve (dotted
line). It is meaningful that if we want to reduce the training time
in the tra�c classi�cation when applying MLP based method, we
can try to make the hidden layers have about the same number of
neurons in the condition that the learning architecture can achieve
the satisfactory performance.

5 CONCLUSIONS
In this paper, we apply deep learning method to the classi�cation of
four di�erent types of media tra�c (audio, picture, text and video)
and provide precise classi�cation accuracy to the four kinds of
tra�c. We use both the packet level features and �ow level fea-
tures to enhance the classi�cation results. We collect the tra�c data
from the real network environment and design two deep learning
based methods (MLP based method and CNN based method) to
classify the target tra�c. The designed learning architectures can
achieve satisfactory classi�cation performance. MLP has outper-
formed CNN in the classi�cation of picture, text and video tra�c,
CNN is very good at the classi�cation of audio tra�c. Moreover,
we have found that the training time can be reduced if the number
of neurons of the hidden layers are close. As a matter of fact, we
have not applied neural network with more that two layers in the
consideration of computation complexity. More complicated neu-
ral network architecture for tra�c classi�cation and computation
method to improve the processing time are left for future work.
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