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Abstract
With the rapid development of network function virtualization, delay-sensitive applications including auto-driving, online
gaming, and multimedia conferencing can be served by virtual network function (VNF) chains with low operation
expense/capital expense and high flexibility. However, as the service requests are highly dynamic and different services
require distinct bandwidth occupation amount and time, how to schedule the paths of flows and place VNFs efficiently to
guarantee the performances of network applications and maximize the utilization of the underlying network is a challenging
problem. In this paper, we present a joint optimization approach of flow path scheduling and VNF placement, named
JOSP, which explores the best utilization of bandwidth from two different aspects to reduce the network delay. We first
present a delay scaling strategy that adds the penalty to the link bandwidth occupation that may cause congestion in
accordance with the network placement locations. Then we consider the bandwidth occupation time and present a long-short
flow differentiating strategy for the data flows with different duration. Furthermore, we present a reinforcement learning
framework and use both the flow path delay and the network function-related delay to calculate the reward of placing VNFs
adaptively. Performance evaluation results show that the JOSP can reduce the network delay by 40% on average compared
with the existing methods.

Keywords Service chain · Flow path scheduling · VNF placement · Joint optimization · Reinforcement learning

1 Introduction

The emerging network technologies such as 5G [1] and
Internet of Things [2] have promoted a wide range of
delay-sensitive applications, including auto-driving, online
gaming, multimedia conferencing, and virtual reality [3–
5].These network applications not only need to pass through
a series of specific network functions (e.g., load balancing,
traffic monitoring, caching, deep inspection) [6] but also
have to fulfill the stringent requirement of response time
[7]. With the advances of network function virtualiza-
tion (NFV), network functions can be executed by soft-
ware middle-boxes through virtualization rather than ded-
icated hardware, known as virtualized network functions
(VNFs).In these scenarios, the placement of VNFs should
be carefully decided and the flow path should be carefully
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scheduled to guarantee the performances of network appli-
cations (i.e., reducing the network delay) [8, 9] and maxi-
mize the utilization of underlying network.

Previous works have made various efforts to address
this issue [6, 9–17]. Some works focused on the flow path
scheduling to find the shortest paths for flows by exploring
the diversity of network topology [9, 11]. Other works
focused on the VNF placement problem and formulated
it as the integer linear programming problem. Then, these
works proved the problem to be NP-hard, and used heuristic
methods [6, 18] or machine learning-based methods [15,
16] to solve it. However, existing works still face the
following challenges: i) As different occupation amount
and time of the network bandwidth is required by different
types of flows under the limited bandwidth capacity, the
bandwidth allocation of an incoming flow would influence
the fulfilment of the subsequent flows [12]. Therefore, The
influence of bandwidth occupation amount and time should
be further explored to improve the network utilization;
ii) Learning-based methods only considered the flow path
delay in the reward calculation while ignoring the function-
related delay which is also a significant indicator for
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deciding the placement locations; iii) The VNF placement
has an impact on the path scheduling as the flow needs
to traverse to the locations of VNFs to enforce the service
chain on the path. Likewise, in the delay-aware scenario,
the network function placement needs to consider the delay
generated by the flow traversing. Therefore, the flow path
scheduling has an impact on the placement. However,
existing works neglected the impact of the path scheduling
and VNF placement on each other.

Improper flow path scheduling and VNF placement sche-
me would exacerbate the unbalanced utilization of network
bandwidth, generate the congestion [13] and increase the
delay [10]. Therefore, the flow path scheduling and VNF
placement should be jointly considered to satisfy the
requirements of flows under different network states.

In this paper, we develop a framework named Joint
Optimization of flow path Scheduling and virtual network
function Placement (JOSP) to reduce network delay. Unlike
traditional works that consider the flow path scheduling and
VNF placement separately, JOSP combines them together
as these two problems are correlated with each other.

In order to avoid the delay increased by the unreasonable
bandwidth occupation, JOSP presents two strategies, the
DElay Scaling (DES) and the Long-Short Flow Differentiat-
ing (LSFD). The DES and LSFD explore the best utilization
of network bandwidth in flow path scheduling. Empowered
by the DES and LSFD strategies, JOSP adopts a reinforce-
ment learning method to determine the placement locations
of VNFs.

The main contributions of the paper are listed as follows:

– We investigate the problem of flow path scheduling and
VNF placement jointly and formulate it as an integer
linear programming to minimize the delay. Both the
path scheduling constraints and the function placement
constraints are considered.

– We present two strategies to reduce the total end-
to-end delay in the path scheduling. Particularly, we
analyze the link occupation situation and present a
delay penalty mechanism to overcome the unreasonable
occupation a-mount of the bandwidth. We analyze the
distribution characteristics of the flow duration and
present a scheduling algorithm to differentiate flows
with distinct bandwidth occupation time.

– We propose a reinforcement learning (RL) based
method to obtain the optimal locations of VNFs. JOSP
takes both the flow path delay and network function-
related delay to calculate the reward to assist improving
the VNF placement.

– We conduct extensive experiments on JOSP based on
the real-world topologies. the results show that JOSP
can reduce the network delay by 40% on average
compared to existing methods.

The remainder of this paper is organized as follows. we
introduce the related work of flow path scheduling and VNF
placement in Section 2. The network model and problem
formulation are given in Section 3. The detailed design of
JOSP is presented in Section 4. Simulation results validate
the effectiveness of the JOSP in Section 5. Finally, we con-
clude this paper and discuss the future work in Section 6.

2 RelatedWork

Flow path scheduling and VNF placement have been studied
in intensively in recent years. However, most of the existing
work dealt with the problems independently.

2.1 Flow Path Scheduling

A flow needs to pass through a set of VNFs in sequence,
known as the service chain. So, the path of flows should
be scheduled in accordance with the locations of VNFs.
Besides, as the bandwidth of the network is limited, not all
flows can be scheduled to desired paths. Therefore, the path
of flows should be scheduled to conform to the network
status to avoid unnecessary congestion and reduce the delay
[19, 20]. Many efforts have been put on solving the low path
scheduling problem from different angles.

A topology triggered method to find low-delay path for
flows was put forward in [9]. It explored the diversities of
different paths in the network and introduced a metric called
low-latency path diversity to present the capacity of topol-
ogy. It was measured to find the low-delay paths on the
demand of no congestion. Empirical data [21] was used to
improve the network utilization and availability to reduce
the failures from links or nodes. It provided multi-cast ser-
vice for service chain related traffic scheduling to reduce
delay. A method called fast path assignment [22] was pro-
vided to minimize the influence of the bandwidth occupa-
tion of the bottleneck links in the scheduling of flow paths,
but the overall bandwidth utilization was not considered.
Other works considered the energy consumption [23], flows
scheduling in different sub-networks [14], placement relia-
bility as well as CPU utilization in 5G scenario [1, 2] when
scheduling traffic through VNFs.

However, as the bandwidth is limited, the bandwidth
occupation of a flow would affect the path scheduling of
other flows. The influence of the bandwidth occupation
amount and time of the current flow on subsequent flows
were not considered in the path scheduling in these works.

2.2 VNF Placement

Many works formulated VNF placement into the program-
ming problems, such as mixed-integer linear programming
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or non-linear integer programming, and designed heuristics
to solve the problem [13, 15]. In different application sce-
narios, different optimization objectives were considered,
such as maximizing link utilization [18], minimizing net-
work delay [13, 24], minimizing response time under the
constraint of set up cost [15], improving resource usage
with time-varying workload [25], and minimizing the band-
width consumption [6]. The feasibility of the placement and
management of VNFs in software-defined network (SDN)
circumstance was studied in [26]. It presented the industry
concerns of resource management and policy composi-
tion problem. These works provided fine-tuned heuristic
information-based solutions to the VNF placement. Most
of the solutions began from a greedy manner and aimed at
finding the near-optimal placement locations of VNFs. For
example, solving the VNF placement by greedy method and
further adjusting the placement locations in the next stage
by using simulated annealing method [6]. These methods
relied on the tuning of heuristics and could not be scaled to
other scenarios when the network environment changes.

Other works proposed algorithms based on machine
learning (ML) to address the VNF placement issue. For
example, a two-phase ML-based algorithm [8] was intro-
duced to minimize the network delay, which used two types
of deep belief networks (for function selection and service
chaining separately) to optimize the placement. A decision
tree model was presented to decide the placement of VNFs
in [27], then it took features related performance as the input
of the learning framework to improve the placement. The
attempts of adopting ML methods to resolve the placement
problem are encouraging, but the raw data collected from
network would lead to slow learning convergence and lim-
ited performance improvement.There were also works using
the RL based methods to solve the VNF placement problem
[16, 28], where the reward calculation should be carefully
considered.

However, these works only used flow path delay to
calculate the reward, ignoring the network function-related
delay. The network function-related delay indicates the
influence of the placement location of the VNF on the delay.
Therefore, it should be sufficiently explored to improve the
placement performance.

Our approach in this paper is differentiated by solving
the flow path scheduling and VNF placement problems
all together. We propose two novel strategies to improve
the scheduling by exploring the bandwidth utilization from
the perspectives of bandwidth occupation amount and time.
Besides, a learning-based method which utilizes both the
flow path delay and the network function-related delay to
improve the VNF placement is proposed.

3 NetworkModel and Problem Formulation

Different applications require different services in which the
flow needs to traverse the network functions in sequence
in a specified service chain. For example, in data-centre
network, a flow may need first go through an intrusion
detection system (IDS) for anti-virus checking, and then
go through a firewall to block the flooding. The IDS and
firewall should be placed to the appropriate locations in the
network, and the flow path should be well scheduled to go
through the placement locations of IDS and firewall, so that
the network is able to obtain the minimized delay.

The joint problem is modeled to find the optimal paths
for the data flows and the placement locations for the VNFs
in the network .

3.1 NetworkModel

The network is denoted as a graph G(V, E), where V rep-
resents the set of network nodes, and E represents the set of
links. The link between node i ∈ V and j ∈ V is denoted as
(i, j) ∈ E. The available resource of node i to place VNFs
is denoted asRi . The delay and bandwidth capacity between
two connecting nodes i and j are denoted by li,j and Ci,j .

For a flow f in the flow set F , the bandwidth require-
ment of f is denoted as bf , the related service chain policy
is denoted as pf . Let nf,k denote the kth network function
in pf , k = 1, ..., Nf , where Nf is the number of network
functions in pf . The ingress node and egress node of a flow
f in the network is denoted as fin and feg respectively.

For a given network function nf,k in pf , if it is the
network function of the t th type, all the instances of the type
of network function are able to implement the functionality
of nf,k in pf . The sth instance of the t type of network
function is denoted as it,s , s = 1, ..., Nt , t = 1, ..., T , where
Nt is the number of instances of the t th type of network
function, T is the number of types of network functions.
Suppose the maximum value of Nt is Nins . The resource
required to place it,s is represented by rt,s . We introduce
several binary variables of this model. The binary variable
xi,j,f is used to indicate whether f goes through the link
(i, j). The value of xi,j,f is 1 when f goes through the
link, and 0 otherwise. The binary variable yf,k,i is used
to indicate whether nf,k is placed to node i. The value of
yf,k,i is 1 when nf,k is placed to node i, and 0 otherwise.
The binary variant zt,s,i is used to indicate whether the sth
instance of the t th type of network function is placed to node
i. The value of zt,s,i is 1 when it,s is placed to node i, and
0 otherwise. The binary indicator wf,k,t is used to represent
whether the kth network function in pf is the t th type of
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network function. The value of wf,k,t is 1 when nf,k is the
t th type of network function, and 0 otherwise.

The denotations of this paper are summarized in Table 1.

3.2 Problem Formulation

The flow needs to occupy a certain amount of bandwidth
when traversing in the network. As the network bandwidth
is limited, the flow path should be carefully scheduled, and
the placement locations of the network functions should
be carefully determined so that the predefined network
performance can be achieved. In this paper, we formulate
the flow path scheduling and VNF placement as a joint
optimization to minimize the network delay. Given a flow
set F and a service chain set S, the objective is to decide the
placement location (node) of every network function in the

Table 1 Denotations of the variants

Denotation Definition

G(V, E) the network graph

(i, j) the link between two connected node,
(i, j) ∈ E

Ci,j the bandwidth capacity of the link
between node i to node j

li,j the delay between node i to node j

Ri the resource of node i to place network
functions

f flow

F flow set

bf bandwidth requirement of f , f ∈ F
pf service chain specified by flow f , f ∈ F
nf,k the kth network function in pf

Nf the number of network functions in pf

nt the t th type of network function, t = 1, ..., T

it,s the sth instance of the t th type of network
function, s = 1, ..., Nt , t = 1, ..., T

Nt the number of instances of the t th type of
network function, t = 1, ..., T

T the number of types of network functions

rt,s the resource required of placing it,s

fin the ingress node of f , f ∈ F
feg the egress node of f , f ∈ F
D the total end-to-end delay of all flows

wf,k,t binary indicator whose value is 1 when
nf,k is the t th type of network function,
and 0 otherwise

xi,j,f binary variable whose value is 1 when f

goes through (i, j), and 0 otherwise

yf,k,i binary variable whose value is 1 when
nf,k is placed to i, and 0 otherwise

zt,s,i binary variable whose value is 1 when it,s
is placed to i, and 0 otherwise

service chain and find the path for each flow f ∈ F so that
the network is able to achieve the minimized delay.

The flow in the network firstly needs to traverse to the
ingress node fin, then the network nodes placed with the
network functions in the service chain in sequence, and
lastly the egress node feg . The accumulated delay along the
traversing nodes is the flow path delay, which is denoted as
df and can be calculated by

df = lfin,i1 ∗ wf,1,t ′ ∗
(∑

s′
zt ′,s′,i1

)

+l
i
Nf ,feg

∗ wf,Nf ,t ′′ ∗
(∑

s′′
z
t ′′,s′′,iNf

)

+
Nf −1∑
k=1

lik,ik+1 ∗ wf,k,t∗ ∗
(∑

s∗
zt∗,s∗,ik

)

∗wf,k+1,t† ∗
⎛
⎝∑

s†

zt†,s†,ik+1

⎞
⎠ , (1)

where t ′, t ′′, t∗ and t† represent the types of network
functions, s′, s′′, s∗ and s† are the corresponding instances
of the type. The first item in Eq. 1 is called ingress delay,
which means the delay from ingress node fin to the node
(i1) placed with the first network function in pf . The second
item is called egress delay, which means the delay from
the node (iNf ) placed with the last network function in pf

to egress node feg . The third item is called middle delay,
which means the delay from the node placed with the first
network function to the node placed with the last network
function in pf . The flow path delay varies to the changes of
the delay between two connected nodes, the service chain
specifications and the placement locations of the network
functions. The total delay D is obtained by summing the
path delay of all the flows, which is represented as

D =
∑
f

df . (2)

The objective is to obtain the minimized D by efficient
VNF placement and flow path scheduling within the various
constraints of the network.

– Link Bandwidth Constraint. The accumulated band-
width requirements of the flows going through a link
should not exceed the bandwidth capacity of the link,
which is represented as∑
f

bf ∗ xi,j,f ≤ Ci,j , ∀(i, j) ∈ E. (3)

– Node Resource Constraint. The resource required by
the network functions that placed to a node should not
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exceed the available resource of the node, which is
represented as

T∑
t=1

Nt∑
s=1

rt,s ∗ zt,s,i ≤ Ri, ∀i ∈ V . (4)

– Function Instance Constraint. To reduce the place-
ment cost, the number of instances of a type of network
function that placed to a node should not exceed 1,
which is represented as

Nt∑
s=1

zt,s,i ≤ 1, ∀i ∈ V, ∀t ∈ T . (5)

– Service Chain Constraint. The flow f needs to traverse
the nodes placed with the network functions in the
service chain in sequence. If the kth network function in
the service chain is the t th type of network function in
the network function set, there should be a node placed
with the network function, which is represented as

∑
k

wf,k,t ∗
(∑

s

zt,s,i

)
= Nf , ∀f ∈ F . (6)

– Function Type Constraint. For an instance of any
type of network functions, there should be a placement
location for it, which is represented as

Nt∑
s=1

∑
i∈V

zt,s,i = Nt, ∀t ∈ T . (7)

The problem is formulated to minimize the network delay
when considering all the constraints, which is represented as

min D,

s.t . (3), (4), (5), (6), (7). (8)

The VNF placement problem involved with the service
chain requirement is proved to be NP-hard in many works
[6, 18]. Combined with the flow path scheduling, it is hard
to find the optimal solution in polynomial time.

4 Design of JOSP

The network delay is a main factor that affects the user’s
quality of experience. For example, 40% viewers in YouTube
will quit watching the videos if there are rebufferings
caused by the delay [29]. The search volume of Google will
decrease by 0.74% if the response time increases by 400ms
[30]. The network delay is highly related to the locations of
VNFs and the path scheduling schemes in the requirement
of the service chain. We present Joint Optimization of flow

path Scheduling and virtual network function Placement
(JOSP), an innovative method to figure out the scheduling
and placement problem presented in Eq. 8 to achi-eve the
approximate optimal network delay.

Two innovative strategies, i.e., DES and LSFD, are used
to schedule the flow paths according to the service chain
requirements and the placement locations of the VNFs.
Specifically, DES aims to reduce the delay by adding the
penalty to the link due to the link occupation status. The
network delay is reduced, and the bandwidth utilization
is improved. LSFD takes the flow duration of flows into
account in the path scheduling and makes the bandwidth
utilization to be more reasonable by avoiding the longtime
occupation of the congested link. Then, JOSP calculates
the flow path delay and network function-related delay. A
reinforcement learning method is presented to decide the
placement locations of VNFs in JOSP, where both of the
flow path delay and network function-related delay are used
to update the reward and persistently improve the placement
performance by adjusting the placement locations of VNFs.
The overview of JOSP is shown in Fig. 1.

4.1 DES

The link bandwidth occupation in the path scheduling for
current flow will further influence the path selection for
other flows and even bring extra congestion and increase the
total delay. For example, as shown in Fig. 2, the highlighted
coloured curves represent the flow paths (there are five
flows highlighted). The bandwidth requirement and the
composing links of the flow path are shown in Table 2. The
link occupation is further shown in Table 3. As can be found,
the bandwidth occupation of the links are different as the
links are used by different flows. For the occupied link, if
the link bandwidth is exhausted, it cannot be used in the
path scheduling for the subsequent flows. The bandwidth
occupation should be well scheduled to avoid congestion
and reduce the delay.

With more hosting flows and more consumed bandwidth
of a link, the processing resources of the related nodes
(servers) and the remaining bandwidth of the link will be
less for the subsequent flows to use [9, 31]. If the link
turns to a bottleneck link, it will degrade the performance
of flow path scheduling [22], there will be more chances
to cause congestion if the subsequent flows are routed
to it. Therefore, the unreasonable occupation of the link
bandwidth should be avoided.

In order to balance the utilization of link bandwidth,
we present the idea of delay scaling, which adds the
penalty to the link delay according to a scaling factor of
the link. The scaling factor of a link is measured by the
bandwidth occupation situation of the link. The link with
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Fig. 1 Overview of JOSP

larger consumed bandwidth and less remaining bandwidth
will be allocated with a larger factor. Because there will
be less capacity for other flows to use the link in path
scheduling, which increases the risk of congestion.

The scaling factor of a link (i, j), denoted by si,j , can
be measured by the ratio of consumed bandwidth to the
remaining bandwidth of the link,

si,j =
∑

f xi,j,f ∗ bf

Ci,j − ∑
f xi,j,f ∗ bf

. (9)

If the bandwidth of a link is exhausted, it should never be
used in the path scheduling for the subsequent flows as it is
meaningless to calculate the scaling factor.

The delay of a link is scaled by multiplying the scaling
factor to the initial link delay. Let l′i,j denote the scaled delay
of link (i, j), l′i,j = si,j ∗ li,j , where li,j is the initial delay
of the link,. For the incoming flow, the accumulated scaled
delay of all links along the chosen path is calculated. In
other words, the delay scaling increases the cost of using the
link bandwidth. The total cost of using the link bandwidth
along the path is obtained. The flow path is scheduled under
the condition that the total cost is minimized. Therefore,
the bandwidth is able to be used in a more reasonable way
instead of simply choosing the shortest available path. The
DES is able to even out the congestion condition of involved
links in the network. The pseudo-code of DES is given in
Algorithm 1.

Fig. 2 Illustration of flow path and the occupation of links, the colored curve denotes the flow path composed of the connected links
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Table 2 Bandwidth requirement and the composing links of flow path

Flow Included Link Bandwidth occupation

f1 a, c bf 1

f2 a, b, e bf 2

f3 a, c, h bf 3

f4 a, c, e, f bf 4

f5 d, f, g, h bf 5

4.2 LSFD

The duration of flows in the network varies with the service
type. For example, streaming video usually lasts long [32]
while anomaly detection has a short duration [33]. The flow
duration often follows a heavy-tail distribution [34]. There
are many efforts of research aiming at tracking the flow
duration by various methods, e.g., real-time monitoring,
estimation and detection theory [35, 36]. Flows could be dif-
ferentiated by the flow duration to fulfil different purposes,
for example, security checking, network management, etc.
[37–39].

Table 3 The link occupation

Link Number of Flows Flows Running on It Bandwidth Capacity Occupied Bandwidth

a 4 f1, f2, f3, f4 Ca bf 1 + bf 2 + bf 3 + bf 4

b 1 f2 Cb bf 2

c 3 f1, f3, f4 Cc bf 1 + bf 3 + bf 4

d 1 f5 Cd bf 5

e 2 f2, f4 Ce bf 2 + bf 4

f 2 f4, f5 Cf bf 4 + bf 5

g 1 f5 Cg bf 5

h 2 f3, f5 Ch bf 3 + bf 5

A flow with a long duration will occupy the link band-
width for a longer time. In particular, the longtime occupa-
tion of the bandwidth of bottleneck link will cause conges-
tion. Because if the subsequent flow needs to use the link
bandwidth, it has to wait until the flow with a long duration
finishes service and releases the bandwidth. However, the
short flow only occupies the bandwidth in a shorter time,
which does not impede the utilization of the related band-
width for other flows. Therefore, the long flow and short
flow should be applied with different bandwidth occupation
strategies.

4.2.1 Long Flows

If the duration of a flow tf exceeds a predefined threshold
η, the flow is identified as a long flow, i.e., the flow f is
seen as a long flow if

tf ≥ η. (10)

If a link is demanded by many other flows or the bandwidth
of the link is heavily utilized compared to its bandwidth
capacity, it has the possibility to cause congestion.

LSFD schedules the path of long flow to the links with
enough remaining bandwidth and would not be required by
many other flows, called Cool Track. Specifically, the Cool
Track should satisfy the following two conditions.

– The remaining bandwidth of the link should not be
small. The available bandwidth of a link is obtained
by subtracting the demanded bandwidth of the flows
using the link from the bandwidth capacity of the link.
The ratio of the remaining bandwidth to the bandwidth
capacity of a link could be used to indicate the
bandwidth occupation condition of the link. Choosing
the link with a larger ratio to be part of the path of
the long flow would not influence the path scheduling
of other flows, as there are still available bandwidth
if other flows want to use the link. LSFD schedules
the path of the long flow to the link that the ratio of
the remaining bandwidth to the bandwidth capacity of
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the link is bigger than a threshold γ1. The decision
condition of whether choosing a link as part of the
path for a long flow when considering the influence of
bandwidth occupation on the link is represented as, if

Ci,j − ∑
f ∈F ′ xi,j,f ∗ bf

Ci,j

≤ γ1, (11)

link (i, j) is excluded from the links that could compose
the path for long flow, where F ′ is the set of flows that
have already been scheduled with paths.

– The number of flows on the link should not be large.
The number of flows running on a link indicates
the processing resource required for the related nodes
(servers). If a link has more flows running on it,
the required processing resources will be more. The
path for long flow should avoid using the link that is
processing with too many other flows because the long
flow will occupy the processing resources for a longer
time. The ratio of the number of flows on the link to
the number of all flows is used to indicate the busyness
of the link. If the ratio is smaller than a threshold γ2, it
means there are not so many flows employing the link
as part of their paths. However, if the ratio is bigger
than the threshold, it means the link is busy processing
with other flows. LSFD schedules the path of long flow
to the links with a small ratio, which would not induce
disturbance to the path scheduling for other flows. The
decision condition of whether choosing a link as part of
the path for a long flow when considering the influence
of the number of flows on the link is represented as, if∑

f ∈F ′ xi,j,f

Fnum

≥ γ2, (12)

link (i, j) is excluded from the links that could compose
the path for the long flow.

The unreasonable longtime occupation of the link
bandwidth and processing resource are avoided when
scheduling the path of long flow to theCool Track. TheCool
Track is obtained by choosing the shortest path with the
available link bandwidth except the links that satisfy Eqs. 11
and 12.

4.2.2 Short Flows

If the duration of a flow tf is less than a predefined threshold
η, the flow is identified as a short flow, i.e., the flow f is
seen as a short flow if

tf < η. (13)

LSFD schedules the short flow to the path with the
shortest delay, which is called Fast Track. The network is

able to hold more amount of flows in the same period of
time to reduce the delay. The short flow is able to achieve
low delay and would not occupy the link bandwidth for a
long time. The occupied link bandwidth by short flow will
be released once the short flow finishes the service. The
released bandwidth is able to be used by other flows, which
in turn helps the other flows to reduce the delay. With more
short flows being scheduled to Fast Track, the delay is able
to be reduced to a larger extent. The Fast Track is obtained
by choosing the available path with minimum delay by
Dijkstra algorithm [40].

The path scheduling algorithm based on DES and LSFD
is shown in Algorithm 2.

4.3 VNF Placement

Improper placement of VNFs would bring trouble to the
flow path scheduling because once the placement is decided,
flows need to route paths according to the locations of VNFs
specified by the service chains. As a result, more resources
will be required to process the overwhelmed traffic and
extra congestion will be introduced. Both of which will
dramatically decrease the utilization as well as the per-
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formance of the network. Therefore, the VNF placement
scheme needs to be carefully considered to facilitate the
flow path scheduling so that the service chain functionalities
and delay requirements from flows are satisfied.

Based on the observation that the reinforcement learning
method is very efficient in solving the decision making
problems [34], JOSP presents the improved Q-learning [41]
(a reinforcement learning method) based VNF placement
scheme to find the optimal placement locations of VNFs to
minimize the delay. The framework is shown in Fig. 3.

The agent collects state information (the previous place-
ment location) from the environment and make decisions on
the next placement locations of the VNFs. The flow path is
then obtained according to the placement locations and ser-
vice chain requirement. The flow path delay and the network
function-related delay are feedback to calculate the reward
to the agent to help improve the placement.

The method has three elements, i.e., a set of states, a
set of actions and the reward. The state is all the possible
placement locations of the VNF. The action is to decide the
next placement location, the action also brings the reward
and new state. The reward is calculated to measure the
action. Let s, a, r to denote the state, action and reward
at the current step respectively. The action is made by
maximizing the accumulated discounted reward with a
discount factor γ , which determines the importance of the
future reward. After the action, the state turns to a new state
s′. The expected reward is denoted byQ(s, a). The updating
of Q(s, a) is represented as [41]

Q(s, a) ← (1−α)Q(s, a)+α

[
r + γmax

a′ Q(s′, a′)
]

, (14)

where α is the learning rate, it represents the ratio of the
newly learned information to the acquired Q(s, a). The
value of α is between [0, 1]. If the value is 0, it means
Q(s, a) is totally obtained from the old information. If the
value is 1, it means everything is newly learned.

For every VNF, there is a matrix to store the values of
Q(s, a). For every possible action, the value in the matrix
represents the recommended value of placing the VNF to
the corresponding location at the current state. However, the
traditional Q-learning based method update the Q-value by
making the action based on the optimal Q-value. For the
action that has been made before, the value may be over
estimated. In turn, for the action that has not been made,
the value will stay low. When the action space is very large,
it will be quite difficult to make the optimal action. We
present the improved Q-learning based method to the VNF
placement in JOSP, shown in Algorithm 3. The state, action
and reward are specified as follows.

– State. Every possible placement scheme in the network
is seen as a state. The number of placement locations
for the VNF is the number of states. There is a state
transition when VNF is placed to a new location. If the
VNF is placed to a location, the required resource is
subtracted from the placement location. If the VNF is
removed from a location, the required resource will be
released. When the resource capacity of a placement
location is exhausted, it should not be placed with any
other VNFs.
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Fig. 3 Overview of the VNF
placement method

– Action. The action is to place the VNF to the location
by the ε-greedy strategy [41] based on the current state.
The number of placement locations for the VNF is also
the number of actions. When the VNF is placed to a
location, it turns to the new state, which is called the
state transition. To avoid the over estimate of the Q-
value, JOSP uses a parameter ε to control the selection
of the placement location of the VNF. In each action
step, a random number is generated to compare with
the parameter ε. If the random number is larger than
ε, the placement location of the VNF will be decided
by a greedy manner. The method makes the VNFs to
be placed to the locations that generate the shortest
delay for the relevant flows. Otherwise, the placement
location of the VNF will be decided by choosing the
action with the largest Q-value in the Q-table.

– Reward. The network delay is taken as the metric to
optimize the VNF placement. The placement location
that results in poor performance (high delay) has less
probability of being considered in the future, while
the placement location that reduces the delay will be
encouraged. The reward is calculated after the action.
JOSP takes the total end-to-end delay as well as the
network function-related delay to calculate the reward.
The total end-to-end delay represents the whole effect
of VNF placement. The network function-related delay
indicates whether the placement location of a single
VNF is reasonable. The total end-to-end delay obtained
under the current action is denoted by Dcur , and the
value obtained under the last action is denoted by Dpre.
The network function-related delay under current action
is denoted by dcur

t,s , and the value obtained under the
last action is denoted by d

pre
t,s . The two different kinds

of delay are combined together to calculate the reward

to the agent to make the placement decision in the next
step. The reward is denoted by

r = σ1
(
Dpre − Dcur

) + σ2
(
d

pre
t,s − dcur

t,s

)
, (15)

where σ1 and σ2 are the coefficients.

After the training, the obtained Q-table is used for the
inference of the placement of the network function.

4.4 Delay Calculation

The total end-to-end delay can be obtained by summing the
path delay of all the flows, which is represented as

D =
∑
f ∈F

df , (16)

where df is the path delay of flow f . df is obtained by
adding the delay between the connected nodes along the
flow path.

Besides the flow path delay, the network function-related
delay is also considered to calculate the reward. The network
function-related delay is defined as the minimum delay from
the node placed with the VNF to the nodes placed with
its adjacent neighbouring VNFs in the service chains of all
flows. For example, as shown in Fig. 4, assume there are two
service chains, {IDS, Firewall} and {Firewall, Proxy}. The
network function-related delay of Firewall is obtained by
calculating the summed minimum delay from the placement
node of Firewall to the placement nodes of IDS and Proxy,
shown as the green curve in Fig. 4. The network function-
related delay is able to help to evaluate the influence of its
placement location to reduce the network delay.

If the service chain specified by flow f contains a net-
work function of the t th type (nt ) in the network function
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Fig. 4 Illustration of the
network function-related delay

set, all of the instances of that type of network function
placed in the network are able to fulfill the service require-
ment of f for the network function. Namely, if nt is in the
service chain of flow f , e.g., it is the kth network func-
tion in the service chain (nf,k, k = 1, .., ., Nf ), then all the
instances of nt are qualified to act as nf,k . If nt is the net-
work function of nf,k and it,s is placed to node i, the it,s
related delay dt,s can be represented as

dt,s =
∑
f

minu

{
l
f
u,i ∗ yf,k−1,u ∗ wf,k,t ∗ zt,s,i

}

+
∑
f

minj

{
l
f
i,j ∗ wf,k,t ∗ zt,s,i ∗ yf,k+1,j

}
, (17)

where node u is placed with the network function nf,k−1,
node j is placed with the network function nf,k+1.

The Eq. 17 ensures the following two conditions: i)
nf,k−1 is the predecessor network function of the concerned
network function it,s in the service chain of f , nf,k+1 is
the successor network function of the concerned network
function it,s in the service chain of f . ii) If there are multiple
nodes placed with the same type of network function of
nf,k−1 or nf,k+1 (nf,k−1 or nf,k+1 has multiple instances
placed on different nodes), the minimum delay between the
nodes placed with nf,k−1 or nf,k+1 and node i is added to
the it,s related delay. If it,s is the first network function in
the service chain, nf,k−1 means the ingress node of f . If
it,s is the last network function in the service chain, nf,k+1

means the egress node of f .
The pseudo-code to calculate the network function-

related delay is shown in Algorithm 4.

4.5 Complexity Analysis

The DES needs to scale the delay of all the links in the
network to obtain the logic topology. Therefore, the time
complexity isO(|F ||E|), where |F | is the number of flows,
|E| is the number of links in the network.

The LSFD takes different scheduling strategies according
to the flow duration, and all the links should be conducted
with the link utilization check. The time complexity of
finding the shortest path for a flow is O(|V | log |V | +
|E|) [40, 42], where |V | is the number of nodes in the
network. Therefore, the total time complexity of the flow
path scheduling method is O(|F |(|V | log |V | + 2|E|)).

The VNF placement uses the Q-learning to decide the
placement location of each instance of network function,
the time complexity is O(|V |2) [41]. The number of all the
instances of network functions is O(T Nins), where Nins is
the maximum number of instance for a network function
in the function set. The time complexity of calculating the
network function-related delay is O(2Nins |F |).
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5 Evaluations

To evaluate the effectiveness of the proposed method to
reduce the network delay, we perform various experiments
in different network environment.

5.1 Evaluation Setup

We evaluate the proposed method under three different
network topologies from the Stanford Network Analysis
Project (SNAP) [43]. Topology A represents the campus
network, which has a medium scale of the connected nodes
and links. Topology B and Topology C represent classical
fat-tree data-centre networks with different scales. The
details of the three topologies are shown in Table 4.

The evaluation is implemented in the Intel i7 work station
with 2.6 GHz, 6-core CPU and 16GB 2400 MHz DDR4
memory. Fast Network Simulation Setup is used to setup
the network environment and the flow workload. The band-
width demand of the flow is uniformly distributed between
(0,50] Mbps. The bandwidth capacity of the link is assumed
to be 100 Mbps. The Q-learning model for network func-
tion placement is trained by 600 rounds before it becomes
optimal and can be used for inference. The delay between
two connected nodes (including the propagation delay and
the processing delay) is assumed to be randomly distributed
with a maximum value of 20ms. The flow duration in
the campus and data-centre networks is assumed to follow
the Pareto distribution [32], which is a type of heavy-tail
distribution. The key parameters are described in Table 5.

A service chain set composed of 50 different service
chains is used in the evaluation. The service chain set has
nine types of VNF, i.e., the load balancer, intrusion detection
system, intrusion prevention system, proxy, monitoring,
firewall, WAN optimizer, network address translation and
domain name system. The number of VNFs in a service
chain is variable in the evaluation. The VNF in the service
chain is randomly selected from the network function set.
The number of instances of a type of network function and
the placement capacity of a node are set to be 3.

5.2 Benchmarks

We compare JOSP with the following methods to validate
its effectiveness.

Table 4 Evaluation topologies

Topology Number of nodes Number of links

A 49 118

B 101 226

C 203 612

Table 5 Values of parameters

Parameter Value Description

li,j 20ms the maximum delay between two
connected nodes

Ci,j 100Mbps the maximum link bandwidth capacity

bf 50Mbps the maximum bandwidth requirement
from flows

α 0.01 the learning rate

γ 0.9 the discount factor

σ1 0.0001 the coefficient of the total delay to
calculate the reward

σ2 0.001 the coefficient of the network function-
related delay to calculate the reward

ε 0.7 the greedy control factor

– BS: BS [16] is a state-of-the-art method that adopts
reinforcement learning to solve the VNF placement to
minimize the delay. BS uses the flow path delay to
calculate the reward to adjust the placement locations
of VNFs. However, the network function-related delay
is not involved. It schedules the paths of flows by the
shortest path first strategy.

– DES: JOSP is also compared to the method that solely
adopts the DES strategy to reveal its effectiveness.
In DES, the delay between the connected nodes is
scaled by multiplying a scaling factor to the initial
delay according to the bandwidth occupation condition
of the link. The DES strategy imposes the penalty of
occupation of the link bandwidth that has the possibility
to cause congestion in the flow path scheduling to
reduce the delay.

– LSFD: JOSP is also compared to the method that
solely adopts the LSFD strategy. The LSFD dedicates
to explore the heavy-tail distribution characteristics of
the flow duration in flow path scheduling. It schedules
the path of long flow to Cool Track and schedules the
path of short flow to Fast Track. It avoids the longtime
occupation of the bandwidth that is demanded by many
other flows to reduce the delay.

5.3 PerformanceMetrics

The proposed method JOSP is compared with the bench-
marks by using the following metrics.

– Delay: Delay has been a main factor to affect the user’s
quality of experience [44]. Both the total end-to-end
delay and the single flow delay are used to evaluate
the proposed method. The total end-to-end delay is
obtained by adding the path delay of every single flow.

D =
∑
f

df . (18)
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– Bandwidth Utilization: This metric reveals the effi-
ciency of the bandwidth utilization, which is repre-
sented as

U =
∑

(i,j)∈E

∑
f bf ∗ xi,j,f

Ci,j |E| . (19)

5.4 Performance Comparison

We first evaluate the average end-to-end delay achieved by
JOSP and the benchmark methods in Fig. 5. The threshold
for differentiating the long flow and short flow is set to be
30ms. γ1 and γ2 are both set to be 0.5. As can be seen
from the figure, the proposed method JOSP achieves the
lowest delay among all the methods. The delay achieved by
JOSP is reduced by 40% on average in different topologies
when compared with BS. JOSP obtains lower delay for
two reasons. Firstly, JOSP measures the overall bandwidth
occupation of the network and considers the influence of
the occupation of the bandwidth by the current flow to
the subsequent flows. It adds the penalty to the utilization
of the link bandwidth that has the possibility to cause
congestion. The bandwidth is used in a more reasonable
way by minimizing the penalized cost. Secondly, JOSP
considers the bandwidth occupation time and avoids the
longtime occupation of the busy link that will induce the
delay. The bandwidth used by a flow will not disturb the
bandwidth utilization of other flows. In particular, the delay
generated by waiting for the bandwidth to be released as it
has already been occupied by long flows is avoided. The
DES and LSFD consider one of the two factors mentioned
above respectively. Therefore, the delay is smaller than BS
but is larger than JOSP.

Fig. 5 Average delay achieved by different methods

The DES uses a scaling factor to scale the delay of
the link. The scaling factor is relevant to the bandwidth
occupation situation. We find that when the scaling factor
is set to be larger than 1.4, it cannot achieve the desirable
delay. When the scaling factor is regulated to [1,0,1.4], the
average delay is markedly decreased. This is because when
the scaling factor is set to be a larger number, it will wipe
out the influence of the actual delay between the connected
nodes on finding the path with the shortest delay for the
flow. The DES provides the metric of whether using a
link according to the bandwidth occupation, which balances
the bandwidth occupation of the network and reduces the
congestion as well as the delay.

The LSFD schedules the paths of long flow and short
flow separately. The long flow will not be scheduled to
the link that the ratio of the remaining bandwidth to the
bandwidth capacity is smaller than γ1 or the ratio of the
number of the flows using the link to the number of all flows
is larger than γ2. The short flow would be scheduled to path
with the least delay, it will quickly release the bandwidth
of the links on the flow path after finishing traversing and
let the subsequent flows use the links to reduce the overall
delay.

Moreover, JOSP uses the flow path delay as well as the
network function-related delay to calculate the reward for
the agent to adjust the placement locations of the VNFs. If
the network function-related delay is very large, the path
delay of the flows that require the service of the network
function will also increase as they need to traverse to the
placement location of the network function. By leveraging
the network function-related delay to update the reward,
JOSP makes the VNFs to be placed to the locations that
generate less delay. BS only uses the flow path delay to
calculate the reward when deciding the placement locations
of the VNFs. It is not able to measure the delay generated
by improper placement locations.

To show the performances of different methods in
reducing the delay for every single flow in different network
topologies, Fig. 6 plots the cumulative distribution function
(CDF) curves. The x-axis shows the end-to-end delay, and
the y-axis shows the ratio of flows whose delay is under a
given value. As can be seen from the figure, the curves of
JOSP are above the results of BS for the most delay values in
different network topologies. It means the proposed method
achieves smaller delay for most flows. It can also be found
that JOSP performs better than the method that solely uses
the DES or LSFD strategy.

Moreover, as can be seen from Fig. 6, LSFD performs
better than DES in Topology A, while DES performs better
than LSFD in the other two topologies. It indicates that the
exploration of bandwidth occupation time is able to achieve
less delay in the network with fewer nodes and edges. While
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Fig. 6 Flow delay achieved by different methods in different topologies

in the network with more connections. The DES strategy
is more efficient. This is because the network with more
connections has high diversity in the flow paths, the DES
strategy can find the optimal path by adding a penalty to the
bandwidth occupation.

The threshold (η) to differentiate the long flow and short
flow needs to be adjusted when the workload changes. We
evaluate the performance of JOSP in Topology C when
the workload changes. Topology C represents the large-
scale data-centre network and has a huge uncertainty of the
traffic, so the threshold η also needs to change. Figure 7
shows the performance of JOSP when η is 30ms, 50ms or
70ms with the varying workload. The threshold η is set to be
30ms when there are more flows with short duration. When
there are more flows with a longer duration, the threshold
η needs to be larger, say 70ms. As can be seen from the
figure, the delay achieved by JOSP always outperforms the
benchmark methods under different workloads by changing
the threshold, which also validates the effectiveness of the
proposed method.

LSFD takes the link occupation situation into account
when scheduling the path for the flow. The parameter γ1
and γ2 are used to judge the link occupation, and they have
different impacts on the performance of reducing the delay.
γ1 is the threshold compared with the ratio of the remaining

bandwidth to the bandwidth capacity. If the ratio is smaller
than γ1, the long flow cannot use the link under the LSFD
strategy. γ2 is the threshold compared with the ratio of the
number of flows on the link to the number of all flows.
If the ratio is larger than γ2, the long flow cannot use the
link under the LSFD strategy. We calculate the delay when
applying different parameter values. The result is shown in
Fig. 8. Figure 8(a) shows the delay when γ1 and γ2 are
both set to be 0.5. When γ1 is set to a smaller value, say
γ1 = 0.3, the performance gap between JOSP and LSFD
becomes smaller, shown in Fig. 8(b). When the threshold is
regulated to a smaller value, the long flow has more choices
in path scheduling by LSFD, so the delay is lower. When
γ2 is set to a larger value, say γ2 = 0.7, the performance
gap between JOSP and LSFD becomes larger, shown in
Fig. 8(c). When the threshold is regulated to a larger value,
the LSFD strategy has less chance to be activated. Moreover,
as can be found from the figure, the gap between JOSP
and LSFD of Fig. 8(b) is smaller than that of Fig. 8(c),
which means the bandwidth occupation is more competent
to evaluate the influence of the LSFD strategy.

The bandwidth utilization is also an important indicator
to evaluate the performance of the proposed method. The
results are shown in Fig. 9. The bandwidth utilization is
measured by calculating the occupied link bandwidth on the

Fig. 7 Flow delay achieved by different methods when the threshold for differentiating long flow and short flow changes
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Fig. 8 Flow delay achieved by different methods when the parameters to judge the link occupation change

flow path. To directly show the differences of the comparing
methods, the results are divided by the bandwidth utilization
of BS. As can be seen from the figure, the proposed method
achieves higher bandwidth utilization than the benchmark
method. This is because JOSP schedules the flows to
more available links to avoid the congestion based on
the link utilization situation and the bandwidth occupation
requirement, thus reducing the delay caused by waiting
for the link bandwidth to be released. In Topology A, the
bandwidth utilization of LSFD is the highest. Topology A
represents the campus network, which has fewer nodes and
links. The flow path has fewer diversities, and the LSFD
strategy has more chances to be used in the scheduling.
Therefore, the bandwidth utilization gets higher in the
path scheduling. The DES strategy improves the bandwidth
utilization by adding a penalty to the link that has the
possibility to generate congestion. The tradeoff is obtained
by exploring the utilization of the network bandwidth to
reduce the delay. With the DES and LSFD strategy, the
proposed method can use the network bandwidth more
efficiently.

Fig. 9 Bandwidth utilization of different methods

6 Conclusion

In this paper, we have put forward a framework called
JOSP to jointly optimize the flow path scheduling and VNF
placement. We have presented two strategies, i.e., DES
and LSFD, for scheduling and a learning-based method
for the placement. DES adds the penalty to the occupation
of the link bandwidth that has the possibility to generate
congestion and LSFD differentiates the long flow and short
flow in the path selection to explore the best utilization of
the bandwidth to reduce the delay. Furthermore, empowered
with the achieved flow path delay and network function-
related delay to update the reward for the learning agent,
JOSP adjusts the placement locations of the VNFs. The
proposed JOSP has outperformed the existing methods by
40% on average in reducing the network delay.

In our future work, we plan to add the bandwidth occu-
pation time of the flows as a feature to be learned with-
out human intervention and use distributed learning-based
methods to enhance the placement performance.
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